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Abstract 
This paper discusses some possible implications for academic information seeking 
of the availability of large language models like ChatGPT that can summarise topics 
and answer questions. A particular problem is that whilst their answers may almost 
always be plausible and often correct, they sometimes make mistakes, and these 
may be difficult to detect. 
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ecturers and students searching for academic information online to 
find out about a new topic might use one of the current generation 
of large language models (LLMs) like ChatGPT to help them. LLM-

based computer systems ingest huge amounts of text and then use it to 
generate responses to user questions or other prompts (Ayoub et al., 
2024). The text ingested ensures that they have an ability to respond to 
academic enquiries too. They can also be fed information to summarise 
(Hake et al., 2024; see also: Liu et al., 2024). For academic information 
seeking, academics might ask them to summarise academic knowledge on 
a topic and a student might even ask an LLM system to write an essay for 
them. Even those not directly using LLMs for their academic information 
seeking tasks might use a web search engine, like Bing, that suggests LLM 
responses in addition to listing websites in response to a query. Whilst this 
new technology has the advantage of giving new options to help find, 
process, and summarise information, it also has disadvantages. 
An important disadvantage is that LLMs can make mistakes. They work 
using probabilities to generate their responses rather than with certainty 
and have imperfect recall of their source material. These things combine 
to mean that they can generate plausible responses that are incorrect and 
do not match the material that they have read. One well known aspect of 
this is the hallucination. For example, ChatGPT has often been caught 
creating fake references for its responses, including academic paper titles 
that do not exist (Chelli et al., 2024). In addition, they can also make 
mistakes by reporting things that are not correct or that are out of date. 
When used by academics, this is a challenge to research integrity (Bin-
Nashwan et al., 2023; Kim, 2024). 
It is perhaps useful to compare ChatGPT to Wikipedia. This website is a 
useful source of information on many topics but can be biased and 
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misleading. It can even occasionally contain errors. Its advantage over 
ChatGPT, however, is that it tends to reference its sources so there is 
usually a way to check a fact or identify the origins of its information. If 
not, the suspect material could be removed or ignored. This property is 
because referencing information is central to the way that Wikipedia 
works, perhaps both for the importance of referencing and to prevent 
anyone for entering their personal opinions. In contrast, not providing 
references is central to how ChatGPT works because it entails providing 
precise information whereas LLMs work by storing patterns in the input 
data but not the data itself. This fundamental limitation of LLMs can and is 
being addressed by complete systems like ChatGPT by seamlessly 
integrating with non-LLM technologies, such as search engines, to help 
identify precise information (e.g., when I ask it for sources, it sometimes 
reports that it is searching the web for answers). Nevertheless, this 
approach seems likely to always be imprecise because the LLM starts by 
not knowing where its information is from. 
Due to these problems, it is important to remember, and to emphasise to 
students and new researchers, that ChatGPT and other LLMs cannot be 
trusted. They may be helpful at finding and summarising information 
about new topics, but knowledge from them should be checked with other 
sources before it can be relied upon for important academic tasks. 
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